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MECHANISMS OF "SUPERRESOLUTION"
IN DYNAMIC MEASUREMENTS

E. V. Chernukho UDC 536.083:681.2

The effects of simultaneous influence of discretization and quantization on the evaluation of the result of an
indirect measuring experiment are analyzed with a simple numerical example.

The writing of this paper has been encouraged by the persistent contradiction between theoretical models de-
scribing the procedures of measuring experiment in thermophysical experiments. The influence of the evolution of in-
strumentation technology has stimulated the abandonment of stationary methods in favor of dynamic ones in
thermophysical measuring experiments, the passage to more complex models of a measuring cell, and the use of pre-
dominantly digital computers in manufacturing measuring devices. At the same time, the procedure used for evaluation
of measurement errors is based on the model of statistical processing of direct multiple measurements of an analog
stationary quantity. Quantized-digitized-signal models used in processing measurement information have entirely been
borrowed from communication theory, where there were serious historical prerequisities for the formulation, develop-
ment, and reduction of these models to canonical form precisely in existing form, and the distinctive features of meas-
uring experiment were allowed for in no way at all. This brings about substantial problems in attempting to identify
the parameters of the models (of any complexity) of dynamic processes in a measuring cell by digital experimental
data. Forcing the realistic models of measuring experiment to fit standardized procedures primarily causes the devices
to lose their resolving power.

However, the last decade has seen reports on the creation of measurement procedures and devices possessing
a "superresolving" power. What this means in the general case is that the method proposed enables one to obtain a
real resolution of the estimate of the quantity measured noticeably higher than that allowed by the methods reduced to
canonical form. Technical implementation is basically the same, whereas the effect is attained due to the more careful
analysis of the models of components of the measuring process [1-7].

The present work seeks to analyze the basic mechanisms of production of the effect of superresolution as ap-
plied to dynamic measurements in general and their variants used in thermophysics in particular.

Models. Since we are dealing, in the paper, with a number of problems having a conceptual character as far
as measuring-experiment models are concerned, numerical experiment directly illustrating both the problem and the
mechanism of gaining in resolving power will be the basic technique of investigation.

The experiment in question is based on the model interpreting measurement information which is presented in
digital form, i.e., that discreted and quantized simultaneously. Discretization and quantization operations are an integral
part of modern measuring experiment. The method of using them and the purpose significantly differ from how they
are used for communication purposes. However the models of these operations have been taken from communication
theory without allowing properly for the distinctive features of problems of measuring experiment. This is also true of
modern educational courses (see, e.g., [8—10]).

The main difference between the formulations of measuring-experiment and communication problems is that
the former seeks to estimate the running value of a parameter (e.g., of the signal observed) and not to restore the in-
itial signal, as in communication applications. It is convenient to represent the estimate in the form of a confidence
interval or an uncertainty interval. The aim may be considered to be obtained if the parameter sought is directly meas-
ured and discretization is carried out exactly at the necessary instant of time, with the quantum being fairly small. All
these conditions are far from being always observed simultaneously.
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The above discussion is conveniently formalized as follows. At the instant of time ¢, we sample the measured
quantity y. Its value is estimated by a certain grid with a quantum v (for a regular analog-to-digital converter, we have
v = U/2"). The result of this experiment is represented in the form ([y], [7]), where the estimates of the measured
quantity and the instant of sampling are given as interval numbers whose uncertainties are the quantum and the period
of discretization respectively. If the accuracy of the result and the instant of sampling cannot be considered to be sat-
isfactory or the parameter measured is x rather than y (here, we have the dependence y = f(x, p), which is generally
nonunique, nonlinear, and involving other parameters (p)), we may use the sequence of samples {([y], [t])}. Under fa-
vorable conditions (with the corresponding organization of measuring experiment and an adequate method of process-
ing), we are able to improve the estimate of the quantity sought due to the information contained at different sites of
this sequence of samples. We are dealing with the evaluation of the quantity sought by experimental data in indirect
experiment.

The model of using a sequence of discrete and quantized samples appears simple: {([y], [t])} - f_l(x, 1 — [x],
but its realization requires algorithms for efficient conversion of interval data. Such an algorithm has been described in
[11], and a comparative analysis of several methods of estimation of the values of the measured parameters by discrete
and quantized data in indirect experiment has been given in [12].

A simple but general model of a dynamic process — a measurement-information carrier — may be obtained
from the following condition: for the dependence y(f) with dy/dt # O; then, taking dy/dt = x, we obtain y = xt+b.
When x = 0 the measurements are static; when x #0 they are dynamic.

Results. The influence of discretization and quantization on the results of measuring experiment will be
shown with a simple idealized example. We consider an indirect experiment performed according to the model y =
x(t—c) +b. This is the simplest model with one unknown parameter — the absence of noise and nonlinearities — but
quite an interesting result. The rate of change in the quantity (signal) y observed directly is measured. This quantity is
converted to a sequence of numbers by means of an analog-to-digital converter. The code of the sampling time is
made to correspond to each number. Since in most cases the uncertainty of the counting of time is much smaller than
the period of sampling, the pair of numbers obtained will be interpreted, for the sake of simplicity, as a sample with
an exact time ([y], ). The numerical experiment will be carried out for quantities expressed in relative units. The pa-
rameter b will be considered to be known and (for the sake of definiteness) close to zero.

We investigate the dependence of the uncertainty of evaluation of the measured parameter A[x] = Xax — Xmin
on its actual value. The measurement procedure is modeled as follows. A certain portion of variation in the signal y
is observed, on which we take all the samples. The dynamic range of the analog-to-digital converter is selected so as
to prevent the signal from leaving it even for the maximum values of the parameter measured. For the sake of sim-
plicity, both x and the dynamic range of the analog-to-digital converter are selected to be equal to O ... 1; conse-
quently, all the measurements are carried out in a time interval of O ... 1 divided into m samples. The uncertainly of
the experimental result A[x] is interpreted as the range of all the x values for which the analog-to-digital converter
generates the same code. Since all parameters of the model are normalized, the uncertainty of evaluation of the quan-
tity sought turns out to be normalized, too. The result of the numerical experiment is shown in Fig. 1.

An analysis of the result obtained reveals several features. We may obtain the worst estimate of the uncer-
tainty, assuming that it is determined by one sample located at the most optimum site. In this example, this is the last
sample for the maximum value A[x], = v = 0.016, which corresponds to the height of the left step in Fig. 1. The fact
that all the results for the sequence of samples lie lower than the worst estimate is not a surprise; the fact that such
a large number of results approaches it is more strange.

We may compute the best estimate, assuming that all the samples make an analogous contribution to the re-
sult, thus improving it in proportion to the number of samples, which is quite true. This is the limiting case of im-
provement of the estimate of a measurement result and consequently the best case of resolving power for regular
methods of processing of measurement information. For the example in question, the best estimate is A[x], = vm ! =
1.563-107* (it is marked by the line with a "b" in Figs. 1 and 2). Surprisingly, we observe results with an uncertainty
smaller than that with the best estimate, and the fraction of these results is not very small (Fig. 2).

The standard (statistical) estimate of the uncertainty is somewhat between those two given above; its specific
location somewhat depends on how the sample quantum is interpreted and what kind of statistics is assigned to it.
Since this is an example of forcing the reality very roughly to fit a standard model, this error source is commonly
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Fig. 1. Diagrams of uncertainties for evaluation of the coefficient of linear de-
pendence for the capacity of the analog-to-digital converter n = 6, the number
of samples m = 100 taken uniformly (a) and randomly (b), the constant com-
ponent of the process b = 0, and the initial delay of the sequence of samples
¢ = 0.0051.

considered to be quantization noise having an amplitude v/2 and the statistics of a uniform distribution. When the
number of samples is large, it is assumed that the confidence interval will differ only slightly from the result of the
calculation performed for the normal distribution of random quantities. Since the Student coefficient is close to unity
for large m, we obtain Alx]g= v Y% = 1563107 (denoted by s). It is remarkable that this is a good upper estimate
(bound) of the uncertainty but only for randomized samples (Fig. 1b). What this means is that if the uncertainty of
quantization is treated as random noise, a considerable amount of information obtained in measuring will be lost.

The quantum uncertainty is not noise for another reason — that one can obtain an error substantially higher
than the statistical threshold even for an ideal process. Here the mechanism is the same as that in obtaining "superre-
solution" — a fine interaction between the bounds of the sample’s value, the sampling time, and the trajectory of the
process.

The effects in question are similar to aliasing and moiré; consequently, we can fight them in the same manner
— by randomization. The simplest method of randomization is to sample at randomly selected instants of time and not
uniformly. The result of a randomized numerical experiment is given in Fig. 1b, where we easily notice a decrease in
the number of very poor results. The fraction of very good results somewhat increases, but their distribution remains
previous, on the whole.

An analysis of even such a simple problem brings about problems of methodological and applied character.
The former refer to the subject and procedure of investigation of the above features for both particular and more gen-
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Fig. 2. Histogram of uncertainty distribution by value, obtained from the data
of Fig. la.

eral cases. From the viewpoint of applications, it is necessary to elucidate the extent to which the features mentioned
are useful or dangerous.

Noteworthy is the fact that neither the model of an object nor the model of a measurement procedure contain
any assumptions of random processes. The idealized models in question possess an absolute recurrence period. This is
also true in the case of a random arrangement of samples, if this arrangement is remembered with time and is exactly
repeated again. The complexity of the result is similar to a randomness, a sequence of figures of an irrational number.

It seems impossible to investigate the resulting fractal-like dependences by analytical means. Numerical experi-
ment remains the only available tool of investigation. It is expedient to use it in designing a new experiment, if an
unsatisfactory uncertainty of the result is obtained, and the observed level of noise enables one to hope to improve the
result. In this situation, even a simple change in the rate of sampling may substantially change the result. Just a small
decrease in the rate may turn out to be sufficient. On the uncertainty diagram, such a change will cause a certain dis-
placement of peaks.

In practice, one can obtain "superresolution,” i.e., resolution above the best-estimate threshold, only on condi-
tion that the signal/noise ratio is very high. It is precisely the best results that primarily become worse upon the ap-
pearance of even a relatively low noise. The exaggerated situation is that the noise threshold "forces" the results out
to the domain of a higher uncertainty with gradual decrease in the signal/noise ratio, beginning with the best results
and subsequently gradually involving the remaining results immediately before the threshold. Conversely, no special ef-
forts are required to overcome the statistical threshold, since it represents the upper bound. Obtaining "superresolution”
is meant precisely in the case of overcoming this threshold. Here it is important to have a correct a priori estimate of
the uncertainty for each measuring experiment.

The complexity of the simultaneous influence of discretization and quantization on the evaluation of the ex-
perimental results is made obvious using this simple example. For more complex situations these effects will be con-
cealed by other factors; the main sign of the influence under study, i.e., "unexpected" variations of the uncertainty of
the result — will be preserved. Noise, especially a strong one, acts as a leveling factor.

The above discussion enables us to formulate the following view of the problem. An ideal realization quanti-
zation and discretization operation in measuring experiment is not the source of noise and consequently of errors. An
"ideal" uncertainty of the measurement result appears; its properties differ from the properties of the error, and they
may be used to improve the estimate of the experimental result. The "ideal" uncertainty becomes an error only (under
ideal conditions) because of the use of the model (operation) of restoration of a measuring signal. The mechanism of
this transition is triggered by assigning a certain value to the signal restored at the instant of sampling. Substantial in-
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formation contained in the bounds of the interval number is lost. Any form of subsequent processing of information
on the signal restored (filtration, identification) makes this loss irreversible. Under actual conditions, the above feature
is concealed by the presence of noise. In the presence of a strong noise, this effect is difficult to use for improvement
of the estimate of the measurement result. However, when the signal/noise ratio is high, wide opportunities for improve-
ment of the measuring experiment are opened up [11, 12], which is proved by the numerical experiment in question.

We assume that, in addition to the standard types of uncertainties [13], it is expedient to add an uncertainty
of type I that denotes the contribution of ideal sources, e.g., those of the type considered above, and is an integral part
of an uncertainty of type A, along with the uncertainty introduced by random sources into it. The contribution of the
"ideal" uncertainty may vary from the main contribution for a high signal/noise ratio to that barely noticeable for a
high level of noise. Although, according to [13], it is formally proposed that an uncertainty of type I be classified as
an uncertainty of type B, we assume that the "ideal" uncertainty deserves an individual status because of its origin and
features of interaction with noise. In so doing, we somewhat resolve the contradiction between the error, the uncer-
tainty, and an ideal measuring device.

The concept of error assumes the zero value of the error for the ideal measuring device under ideal condi-
tions. For this reason, an uncertainty of type I cannot be classified as an error because of their different properties.

NOTATION

b and c, parameters of the model; f, functional dependence; m, number of samples; n, capacity of the analog-
to-digital converter; p, arbitrary parameter; r, number of arrivals at the investigated range of uncertainty values; this
number is normalized to the total number of experiments; ¢, running time of the experiment; U, reference voltage; x,
quantity under study; y, measured quantity; A, uncertainty of the interval number; v, quantum of the analog-to-digital
converter; [], interval number. Subscripts: max, maximum; min, minimum; b, best; s, statistical.

REFERENCES

1. Hary Budiarto, Kenshi Horihata, Katsuyuki Haneda, and Jun-ichi Takada, Superresolution measurement of non-
specular wave scattering from building surface roughness, /EEE, 0-7803-7955-1/03, 1, No. 3 (2003).

2. D. P. Hart, Super-resolution PIV by recursive local-correlation, J. Visualization, 10, 1-10 (1999).

3. S. Farsiu, D. Robinson, M. Elad, and P. Milanfar, Fast and robust super-resolution, /EEE, ICIP 0-7803-7750-
8/03, 8, No. 3 (2003).

4.  U. Tureli, Experimental and analytical studies on a high-resolution OFDM carrier frequency offset estimator,
IEEE Trans., Vehicular Technol., 50, No. 2, 629-643 (2000).

5. R. W. Klukas, A Superresolution Based Cellular Positioning System Using GPS Time Synchronization, Depart-
ment of Geomatics Engineering UCGE Reports, No. 20114, December 1997.

6.  X. Li, Super-resolution TOA Estimation with Diversity Techniques for Indoor Geolocation Applications, Ph.D.,

Worcester Polytechnic Institute (2003).

S. Borman, Topics in Multiframe Superresolution Restoration, Ph.D., University of Notre Dame, Indiana (2004).

http://www.dstu.edu.ru/ntb/ebooks/ebook4.

http://student.mit.edu/catalog/mé6c.html.

10. http://www iitb.ernet.in/~sbme/faculty/srd/webbook.

11. E. V. Chernukho, The interval model of uncertainty of the experimental result, Izmerit. Tekhn., No. 2, 7-10
(1999).

12. E. V. Chernukho, Analysis of uncertainties in dynamic thermophysical measurements, Inzh.-Fiz. Zh., 76, No. 4,

171-175 (2003).

13. ISO, Guide to the Expression of Uncertainty in Measurement, 1, Rue de Varambe, Case postale 56, CH-1211

Geneve 20, Switzerland (1993).

o o N

183



